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Abstract 

The recent home bias is primarily related to the equity bias as measured by the interna-
tional capital asset pricing model (CAPM); this measure has declined over the past two 
decades amid financial globalization, but remains high in most developed countries. 
The key to understanding this puzzling phenomenon lies in how accurately this indica-
tor can be predicted. In this paper, we propose to use the savings retention coefficient 
estimated by the Feldstein–Horioka (F–H) regression as a cross-country measure 
of home bias. We re-estimate the savings retention coefficient based on an estima-
tion model in which the FH regression is embedded in the model derived from Tobin’s 
q-theory of saddle-road dynamics of investment under convex adjustment costs. We 
then use dynamic panel estimation to estimate the new measure in OECD countries. 
The main empirical results are as follows. The new measure of home country bias, such 
as the equity bias measure, declined steadily until 2008, but recovered to the level 
of the 60 s and 70 s after the 2008 financial crisis. Interestingly, people expected home 
country bias to be very high after the financial crisis, but in fact it simply returned to its 
previous level.
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bias measure (EHB), Home country bias measure (HBM), Tobin’s q-theory, Dynamic 
panel estimation (DPE)

JEL classification:  C23, F21, F32

1  Introduction
In their controversial paper, Feldstein and Horioka (1980; hereafter FH) examined the 
relationship between the GDP share of domestic investment and the GDP share of 
domestic savings in a single regression analysis (FH regression) for 21 OECD countries. 
Their empirical studies showed that the estimated correlation, which was within 0.85–
0.95, was remarkably high across countries. They interpreted their findings as indicat-
ing a high degree of financial frictions and concluded that they were inconsistent with 
the assumption of perfect capital mobility commonly used in studies of international 
finance. The idea is this. Under perfect capital mobility, if a country has excess domestic 
investment, capital flows will come from countries with excess savings, and vice versa. 
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In other words, domestic investment will be uncorrelated with domestic saving. On 
the contrary, the FH regression showed a very high correlation. This problem is often 
referred to as the "Feldstein–Horioka puzzle" (FHP). Although the FHP is old, it is still 
an important issue. I will leave earlier research on the FHP to a detailed survey by Coak-
ley et al. (1998), and Apergis and Tsoumas (2009) for relatively recent research.

On the other hand, many recent studies report that, despite the globalization of finan-
cial markets, investors have failed to reap its potential benefits, favoring domestic assets 
over international positions in their investment portfolios. This bias, known as the equity 
home country bias (EHB), is another major puzzle in financial economics. The measure 
of EHB is commonly defined as follows:

The two issues are obviously closely related, since they are based on the idea that 
"financial globalization" has lowered barriers to international trade in financial assets 
and international capital flows. I have proposed here a new measure of home coun-
try bias. In a completely different approach from the international CAPM of previous 
empirical studies, I propose the following new measure:

where Corr. stands for the correlation.
In a world without financial market frictions, the international capital asset pricing 

model (CAPM) with homogeneous investors across the world predicts that the repre-
sentative investor of a given country should hold the world market portfolio. In other 
words, if the EHB for country i (EHBi) is zero, the portfolio is optimally diversified along 
the international CAPM. Bekaert and Wang (2009) report that in the case of equities, 
the global average EHB was around 0.63. It has declined in the last two decades in the 
process of financial globalization, but remains high. A major drawback of the EHB is that 
it does not cover a wide range of financial asset holdings. Similar to FHP, a growing body 
of research examines the determinants of the EHB. Coeurdacier and Rey (2012) review 
the large body of research on the EHB in terms of (i) hedging motives in frictionless 
financial markets, (ii) asset transaction costs in international financial markets, and (iii) 
information frictions and behavioral biases. They refer to macroeconomic modeling that 
incorporates international portfolio choice as open economy financial macroeconomics. 
As reported in Bekaert and Wang (2009), these studies additionally propose transaction 
costs, real exchange rate risk, information barriers, corporate governance issues, and 
lack of familiarity as determinants. Because the causes of home bias are diverse, com-
plex, and still unresolved, we focus here only on estimating an accurate measure of home 
bias.

That is, we estimate the home country bias as the slope coefficient β of the FH regres-
sion using ordinary least squares, called the "savings retention rate." This is considered 
the home country bias indicator (HBMi) in country i. This measure varies between zero 
and one. When it is zero, the savings–investment correlation is zero and there are com-
plete capital flows; when it is one, the savings–investment correlation is perfect and 

EHBi = 1−
Share of Foreign Equities in Country i Equity Holdings

Share of Foreign Equities in the World Market Portfolio

HBMi(= βi) =Corr.(Gross Domestic Saving Share of GDP in Country i ,

Gross Domestic Investment Share of GDP in Country i),
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there are no capital flows. Since the actual savings retention rate lies between 1 and 
0, it can be considered an indicator of HBM. Note that the estimation of HBM faces 
some estimation biases, as discussed in much of the literature, which will be discussed 
below. To avoid this, I start to set up a representative firm’s investment behavior model, 
which was developed by Abel (1982), Hayashi (1982), and Summers et al. (1981) based 
on Tobin’s q theory. According to the System of National Accounts (SNA), gross domes-
tic investment (GDI) comprises housing, gross private, and public investments. Among 
them, gross private investment predominates and plays a crucial role in GDI behavior. 
Therefore, I first addressed the investment behavior of a representative firm based on the 
saddle dynamics of investment under convex adjustment costs. Then, a dynamic panel 
estimation model was derived by embedding the savings retention rate: the slope coef-
ficient beta, into the optimal investment process of the firm. We then apply dynamic 
panel estimation to measure the savings retention rate, the HBM in OECD countries 
rather than in individual countries, such as the EHB. Thus, country-specific indices 
are removed. Since domestic savings cover a wide range of financial asset holdings, the 
HBM can capture the intensity of home bias and can be considered a comprehensive 
measure of home bias in OECD countries. Since optimal investment behavior involves 
lagged investment variables, a dynamic panel regression method was used to avoid 
strong endogeneity problems.1

The main results are as follows: except for the financial bubble period from 2000 to 
2008, the HBM, which had steadily declined from 0.5 to 0.3 until 2000, as indicated by 
the EHB measured by the CAPM, returned to its previous home bias measure of 0.5 
after the 2008 financial crisis. In other words, people expected the HBM to be very high 
after the financial crisis, but in fact it only returned to the persistent levels of the 60 s, 
70 s, and 80 s.

The sections are organized as follows: Sect.  2 presents a theoretical model of the 
investment behavior of a representative firm. We derive an estimation model by solv-
ing the firm’s optimization problem. A dynamic panel estimation model is obtained by 
embedding the relationship between the domestic investment share and the domestic 
savings share in the firm’s optimal investment process expressed by the FH regression 
in Sect. 2.1. We also describe the data used here and apply two types of panel unit root 
tests in Sect. 2.2. We run dynamic panel regressions with four different specifications to 
estimate the measure of home bias as indicated by the savings retention rate in Sect. 2.3. 
Section 3 reports and discusses the estimation results. Section 4 provides a brief discus-
sion on the results. Section 5 concludes the paper.

2 � Theory and estimation equation
Consider the following optimal problem (P) of the investment behavior of representative 
firms in country i, developed by Abel (1982), Hayashi (1982), and Summers et al. (1981) 
on the basis of Tobin’s q theory2:

1  For example, Arellano and Bond (1991) develop the dynamic panel analysis to examine the relationship between 
employment and wages, which has strong endogeneity.
2  A similar model is analyzed in Ch. 9, Romer (2012).
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where ri is the discount rate (0 < ri  < 1),Ri(kit ) is the revenue function,Iit is the gross 
investment a Ci(kit ) is the adjustment cost function, and i is the country index.

The problem implies that the representative firm chooses its level of investment so 
as to maximize the total discounted pure revenue flow, where investment increases 
the capital stock and raises revenues, but it pays the costs of investment adjustment 
as well as the investment itself.

2.1 � Estimation equation

In this section, by demonstrating the saddle point stability of the model and assuming 
that the estimation coefficients are the same across countries, we derive the following 
equation for estimating investment shares, as shown below:

where Ĩit(S̃it) is the domestic investment (saving) share of country i in period t.
The derivation of the estimation equation is explained intuitively here. I have left the 

detailed derivation in Appendix. In addition, to avoid complications, country-specific 
indicators are temporarily removed from the variables. Applying the standard solu-
tion method to the optimization problem (P), the Euler equation is derived as a neces-
sary condition for optimality. We can also show that the transversality conditions are 
satisfied. The linearization of the Euler equation near the optimal steady state shows 
the saddle point stability. That is, there are two distinct positive real roots, and one of 
the two roots has an absolute value less than one. Furthermore, saddle-point stability 
implies that the optimal path should be on a stable path, otherwise it will diverge and 
eventually violate optimality. To estimate the savings retention coefficient beta, we do 
not directly estimate the firm’s investment function, but rather use the saddle-point 
stability property of the optimal accumulation path.

Let �1 be the root satisfying 0 < �1 < 1 . Subsequently, the optimal path should be 
on a stable path, other than that it diverges. Therefore, the optimal path is expected to 
satisfy the following difference equations:

From Eq. (2), subtraction to eliminate k∗ gives

From the capital accumulation equations, it follows that

(P)





max
{Iit }

�∞
t=1

1
(1+ri)

t (Ri(kit)− Iit − Ci(kit))

s.t.kit = Iit + (1− δ)kit and ki0,

(1)Ĩit = β0 Ĩit−1 + β1 Ĩit−2 + β2S̃it + β3S̃it−1

(2)
(
kt − k∗

)
= �1

(
kt−1 − k∗

)
for all t ≥ 1.





(kt − kt−1) = �1(kt−1 − kt−2)

(kt−1 − kt−2) = �1(kt−2 − kt−3)
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Combining both relations will readily give the difference equation:

Finally, we obtain the following equation along the saddle-point path as the optimal 
investment behavior:

Equation  (3) must then be rewritten in terms of the GDP share originally used in FH 
(1980). To do so, I assume that a country’s average GDP growth rate over the observation 
period, denoted by g , is a constant average growth rate over the observation period and 
0 < g < 1 . In fact, the average GDP growth rate for OECD countries has been stable at 
around 0.02–0.04 (2–4%) over the past 40 years, supporting this assumption.

Dividing both sides by regarding Yt = GDPt gives

Because Yt+1 = (1+ g)Yt, the following theoretical model will be obtained:

Finally, taking the country indices of the variables again and assuming that the coeffi-
cients are common across countries, it follows that

, where β0 = (1+�1i)
(1+gi)

and β1 =
�1i

(1+gi)
2.

Due to the definition of the home country bias measure defined in the introduction, the 
FH regression satisfies; Ĩit = α + βS̃it it follows that

Combining Eqs. (4) and (5) finally yields the following estimation equation:

Since 0 < �1 < 1 holds, it follows that the sign conditions of Eq. (1) imply that (i)0 < β0 , 
(ii)− 1 < β1 < 0, and (iii)β2 = −β3 should hold.

Adding disturbance terms to Eq.  (1) yields the following dynamic panel regression 
equation:





(I t − It−1) = (kt − kt−1)− (1− δ)(kt−1 − kt−2)

(I t − It−2) = (kt − kt−2)− (1− δ)(kt−2 − kt−3)

(It − It−1) = �1(It−1 − It−2).

(3)It = (1+ �1)It−1 − �1It−2.

It

Yt
= (1+ �1)

(
Yt−1

Yt

)(
It−1

Yt−1

)
− �1

(
Yt−2

Yt

)(
It−2

Yt−2

)
.

It

Yt
=

(1+ �1)

(1+ g)

(
It−1

Yt−1

)
−

�1(
1+ g

)2

(
It−2

Yt

)
=

(1+ �1)(
1+ g

) Ĩt−1 −
�1(

1+ g
)2 Ĩt−2.

(4)Ĩit = β0 Ĩit−1 + β1 Ĩit−2

(5)
Ĩit − Ĩit−1 = β(S̃it − S̃it−1) = βS̃it + (−β)S̃it−1 ⇒ Ĩit = Ĩit−1 + βS̃it + (−β)S̃it−1

(6)
Ĩit = β0 Ĩit−1 + β1 Ĩit−2 + βS̃it + (−β)S̃it−1 = β0 Ĩit−1 + β1 Ĩit−2 + β2S̃it + β3S̃it−1

(7)Ĩit = β0 Ĩit−1 + β1 Ĩit−2 + β2S̃it + β3S̃it−1 + γi + uit ,
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where i = country index, t = time index, Ĩit is the domestic investment share of GDP, S̃it 
is the domestic saving share of GDP, uit is the error term (shocks and effect of frictions), 
and γi is the a specific effect of the country.

We continue to assume that the coefficients are the same across countries and that 
country-specific shocks are included in γi . Note that the deterministic part of the above 
model is derived based on the investment model of a fully rational firm; therefore, the 
error term indicates the impact of the various fundamental shocks and capital market 
frictions.

Note also that the signs of the coefficients in (7) must satisfy the following constraints 
(CI) and (CII) of the theoretical model described in Sect. 2.1.

(CI) β0 and β1 statistically significant and satisfy (i)0 < β0 and (ii)− 1 < β1 < 0.
(CII) β0 and β1 statistically significant, and (iii)β2 = −β3.

If (CII) does not hold, then the estimates should not be considered as those of the sav-
ings retention coefficient (β). As mentioned earlier, β is a clear index of the HBM that 
indicates the impact of the domestic savings rate on domestic investment behavior.

2.2 � Estimation methods

The regression equation  (7) includes lagged dependent variables as independent vari-
ables, as well as the country-specific effect. As a result, standard ordinary least squares 
(OLS) estimation is highly biased. To circumvent this problem, we apply dynamic panel 
estimation (DPE), developed by Arellano and Bond (1991) and Arellano and Bover 
(1995), under the condition that all estimators are stationary. Four specifications of DPE 
are used for each data set: one-step difference GMM, two-step difference GMM, one-
step system GMM, and two-step system GMM.

A brief description of these estimation methods is given in Appendix. Although they 
are powerful, one should be wary of weak instruments and overidentification problems. 
Indeed, DPEs are known to easily generate a large number of instruments. To check 
for these problems, two important statistics are reported in the results. For the weak 
instrument problem, the Arellano–Bond AR(1) test (A–B AR(1)) and the Arellano–
Bond AR(2) test (A–B AR(2)) for the first and second serial correlations are reported; 
for the overidentification problem, the Hansen test for overidentification of instruments 
is reported. To avoid the weak instrument problem, the A–B AR(1) test must reject the 
null hypothesis of "no serial correlation". Conversely, for the A–B AR(2) test, the null 
hypothesis must be accepted. For the overidentification problem, the null hypothesis of 
"no overidentification" must be accepted for the Hansen J test. For the GMM system, 
the result of the difference-in-Hansen test was reported for the validity of the additional 
moment restriction. After checking these diagnostic tests, the estimates must satisfy the 
sign condition (CI). The Wald test was then applied to examine the test condition (CII). 
In the end, the estimates that pass all of the above diagnostic tests are selected.

I estimated the following four cases, and the results are reported in Table 2 through 
Table 7.

Case 1: Exact replication of the FHP estimation
Data: Gross national investment GDP share and gross saving GDP share
Period: 1960–1974
Countries: 21 OECD countries
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Case 2: Replication studies of the FHP estimation
Data: Gross national investment GDP share and gross saving GDP share
Period: 1960–1974
Countries: 28 OECD countries
Case 3: Ten-year sub-samples
Data: Same as Case 2
Period: 1960–1969, 1970–1979, 1980–1989, 1990–1999
Countries: 28 OECD countries
Case 4: Breaks in 2000s.
Data: Same as Case 2
Period: 2000–2008, 2009–2014, 2000–2014
Countries:28 OECD countries
Cases 1 and 2 were implemented only to compare our results with the original FH 

(1980) results and to shed light on the long-term controversies of the FHP.

2.3 � Data and stationarity

All data were extracted from the national accounts in Penn World Table Ver. 9. The deri-
vation of the gross domestic investment share, the gross domestic saving share, and the 
economic openness index is explained in detail in Appendix. Note that the economic 
openness index was used only as a standard instrumental variable, not as a GMM instru-
ment variable. Two panel data sets were constructed. One was an annual panel data set 
consisting of 21 countries from 1960 to 2014 to examine only Case 1 and replicate the 
original regression of FH (1980), and the other was an annual panel data set consisting 
of 28 countries for the same period to examine Cases 2 to 4. Each data set is a balanced 
panel data set.

One of the key assumptions for the application of DPE is the stationarity of the series. 
To investigate this, the first- and second-generation panel unit root tests were conducted. 
Although we did not report the results table of the first-generation panel unit root tests 
in this study, five different first-generation panel unit root tests were conducted during 
the estimation period (1960–2014): the Levin-Lin-Chu, Harris-Tzavalis, Breitung, Im-
Pesaran-Shin (IPS), and Fisher-type panel unit root tests. As shown by Hlouskova and 
Wagner (2006), the performance of the Hadri-LM unit root test is poor; therefore, it was 
not run here. As a result of the test, both the null hypothesis that the panel has a unit 
root and the null hypothesis that all panels have a unit root were strongly rejected for the 
panel data of 28 countries. However, for the panel data of 21 countries, the test results 
were mixed, especially for the series of domestic saving shares.

Since country-specific data were used here, we need to pay attention to correlations 
across countries. Therefore, the second-generation panel unit root test proposed by 
Pesaran (2007), called cross-sectionally augmented IPS (CIPS), was repeated with three 
different ADFs for each estimation period from Case 1 to Case 4, and the results are pre-
sented in Table 1.

Because the critical value of the t-statistic varies depending on the type of ADF, as 
noted in the notes to Table 1, the results of the hypothesis tests at the 10%, 5%, and 1% 
significance levels are indicated only by an asterisk. According to Table 1, the two main 
series 

(
Ĩit , S̃it

)
 were stationary overall, although some tests were rejected at the 10% sig-
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nificance level. However, the estimates from 2000 to 2014 in case 4 may be spurious, as 
the domestic savings series were not stationary in any of the three ADF types. We should 
be cautious about this case.

3 � Estimation results
One-step and two-step difference GMMs were used. To capture changes in economic 
structure, only the economic openness index (eco_open) was used as a standard instru-
mental variable, following FH (1980). In this section, the estimation results for cases 1 to 
4 are discussed as follows.

3.1 � Replications of FH estimations

We examine the HP estimates for cases 1 and 2. We examine the HP estimates for cases 
1 and 2.

3.1.1 � Case 1

Table 2 reports the exact results of the 21-country replication estimation for case 1. For 
this case, I applied one-step and two-step difference GMMs with collapsed instruments, 
with and without a constant term. The results are reported in columns (1) and (3), and 
the one- and two-step system GMMs are reported in columns (2) and (4), respectively, 

Table 2  Exact replication of the FHP

* , **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. () are the standard errors. P values are 
reported for the Arellano–Bond tests, Hansen J test, Difference-in-Hansen test, and Wald test

Dependent variable: nominal domestic investment share of GDP (̃Iit)

Sample country: 21

Sample period: 
1960–1974

(1) (2) (3) (4)

Specification One-step 
difference GMM
(collapsed 
instrument)

Two-step 
difference GMM
(collapsed 
instrument)

One-step system 
GMM
(collapsed 
instrument)

Two-step system 
GMM
(collapsed 
instrument)

Regressor

Ĩit−1
0.13173 (0.2308) 0.09829 (0.3458) 1.08074 (0.0844)*** 1.03354(0.1046)***

Ĩit−2
− 0.23333 
(0.0760)***

− 0.19996 (0.0986)* − 0.16851 (0.0708)** − 0.13914 (0.08657)

S̃it
0.60163 (0.2135)*** 0.66375 (0.2213)*** 0.70922 (0.1652)*** 0.81270 (0.19224)***

S̃it−1
0.09710 (0.2276) 0.08091 (0.2763) − 0.71508 

(0.1519)***
− 0.79315 
(0.16531)***

Const 0.02728 (0.00889)*** 0.02503 (0.01221)

# of groups (coun-
tries)

21 21 21 21

# of instruments 12 12 13 13

A–B test for AR(1) 0.894 0.938 0.002 0.023

A–B test for AR(2) 0.007 0.069 0.011 0.016

Hansen J test 0.161 0.161 0.244 0.244

Diff-in-Hansen test 0.229 0.229 0.524 0.524

Wald test:β2 = −β3 0.0166 0.0115 0.9121 0.7866
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of Table 2. The Arellano–Bond AR(1) and AR(2) tests showed a weak instrument prob-
lem for columns (1) to (4). All overidentification test results were satisfactory. Since col-
umn (3) of Table 2 satisfied the sign condition (CI), I chose it as our estimate for case 1. 
As a result, the estimated beta is 0.71, which is still large but slightly smaller than the FH 
estimate of 0.89–0.95. However, it should be noted that this estimate has some bias due 
to the weak instrument problem. Thus, the conclusion is that there were no robust esti-
mates in the exact replication case 1.

3.1.2 � Case 2

The replication estimation for 28 countries is done in the same way as in case 1. The 
results for case 2 are presented in Table 3. For this case, I used one- and two-stage differ-
ences GMMs with collapsed instruments, with and without a constant term. The results 
are reported in columns (1) and (3) of Table 3, and the one- and two-step system GMMs 
are reported in columns (2) and (4) of Table 3, respectively. The Arellano–Bond AR(1) 
and AR(2) tests showed a weak instrument problem for columns (1) and (2). All ove-
ridentification test results were satisfactory. Column (3) of Table 3 was selected as our 
benchmark result of the case, because all sign conditions i) through iii) derived from the 
theoretical model were satisfied. As a result, the estimate of the HBM reproduced in this 
case was 0.52, which was much smaller than FH’s original estimate: 0.89–0.95. Since all 

Table 3  Replication of the FHP

* , **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. () are the standard errors. P values are 
reported for the Arellano–Bond tests, Hansen J test, Difference-in-Hansen test, and Wald test

Dependent variable: nominal domestic investment share of GDP (̃Iit)

Sample country: 28

Sample period: 
1960–1974

(1) (2) (3) (4)

Specification One-step 
difference GMM
(collapsed 
instrument)

Two-step 
difference GMM
(collapsed 
instrument)

One-step system 
GMM
(collapsed 
instrument)

Two-step system 
GMM
(collapsed 
instrument)

Regressor

Ĩit−1
0.34360 (0.2203) 0.15888 (0.2730) 0.94495(0.1304)*** 0.93204(0.1215)***

Ĩit−2
− 0.18563 
(− 0.1856)***

− 0.12046 (0.6025)* − 0.17236 (0.0826)** − 0.14632 (0.1075)

S̃it
0.66894 (0.1058)*** 0.76820 (0.1316)*** 0.51702 (0.1076)*** 0.63176 (0.1553)***

S̃it−1
− 0.01540 
(− 0.0154)

− 0.0050 (0.1439) − 0.42195 
(0.1418)***

− 0.52326 (0.1767)***

Const 0.03875 (0.0250) 0.03088 (0.0243)

# of groups (coun-
tries)

28 28 28 28

# of instruments 16 16 18 18

A–B test for AR(1) 0.174 0.625 0.001 0.007

A–B test for AR(2) 0.102 0.039 0.171 0.161

Hansen J test 0.161 0.215 0.147 0.147

Diff-in-Hansen test 0.229 0.229 0.479 0.479

Wald test:β2 = −β3 0.000 0.000 0.4407 0.3996
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Table 4  Sample by 10 years

* , **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. () are the standard errors. P values are 
reported for the Arellano–Bond tests, Hansen J test, Difference-in-Hansen test, and Wald test

Dependent variable: nominal domestic investment share of GDP (̃Iit)

Sample period: (1) 1960–1969 (2) 1970–1979 (3) 1980–1989 (4) 1990–1999

Specification One-step system 
GMM
(maximum lag = 2)

One-step 
difference GMM
(collapsed 
instruments)

One-step 
difference GMM
(maximum lag = 2)

One-step system 
GMM
(maximum lag = 2)

Regressors

Ĩit−1
0.97956 (0.1200)*** 0.50447 (0.0946)*** 0.97424 (0.1447)*** 1.0311 (0.0666)***

Ĩit−2
− 0.14896 (0.0735)** − 0.13925 

(0.0429)***
−  0.11557 (0.0828) − 0.14686 (0.6800)**

S̃it
0.49905 (0.1610)*** 0.56865 (0.1479)** 0.55954 (0.1355)*** 0.31699 (0.1215)**

S̃it−1
− 0.43101(0.1895)*** − 0.02761 (0.1111) −  0.24231 (0.1451) − 0.28881 (0.1318)**

Const 0.02755 (0.0187) 0.01926 (0.0082)

# of groups (coun-
tries)

28 28 28 28

# of instruments 26 21 23 34

A–B test for AR(1) 0.002 0.000 0.002 0.001

A–B test for AR(2) 0.365 0.306 0.504 0.721

Hansen J test 0.312 0.211 0.190 0.559

Diff-in-Hansen test 0.421 0.310 0.740 0.992

Wald test:β2 = −β3 0.4521 0.0000 0.0113 0.2703

Table 5  Sample by 10 years with two-step system GMM

* , **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. () are the standard errors. P values are 
reported for the Arellano–Bond tests, Hansen J test, Difference-in-Hansen test, and Wald test

Dependent variable: nominal domestic investment share of GDP (Iit)

Sample period: (1) 1960–1969 (2) 1970–1979 (3) 1980–1989 (4) 1990–1999

Specification Two-step system 
GMM

Two-step system 
GMM

Two-step system 
GMM

Two-step system 
GMM

(maximum lag = 2) (collapsed 
instruments)

(maximum lag = 1) (maximum lag = 1)

Regressors

Ĩit−1
0.98967 (0.0979)*** 0.68673 (0.1424)*** 0.97518 (0.0604)*** 1.04328 (0.0695)***

Ĩit−2
− 0.14559 (0.0802)* − 0.15147 (0.0887)* − 0.02993 (0.0819) − 0.13789 (0.0732)*

S̃it
0.50419 (0.1686)*** 0.53558 (0.1583)*** 0.42619 (0.1216)*** 0.33307 (0.1143)***

S̃it−1
− 0.44019 
(0.1899)***

− 0.34202 (0.1310)** − 0.34943 
(0.1207)***

− 0.30925 (0.1217)**

Const. 0.02441 (0.0175) 0.07520 (0.0270)*** − 0.00569 (0.0145) 0.01546 (0.0100)

# of groups (coun-
tries)

28 28 28 28

# of instruments 26 23 24 24

A–B test for AR(1) 0.008 0.001 0.006 0.013

A–B test for AR(2) 0.425 0.316 0.375 0.772

Hansen J test 0.312 0.233 0.148 0.118

Diff-in-Hansen test 0.421 0.203 0.507 0.266

Wald test:β2 = −β3 0.0903 0.2368 0.0206 0.2995
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the statistical requirements were well met, we choose 0.52 as the benchmark value for 
the estimated HBM in the replication period.3

3.2 � HBM estimates in cases 3 and 4

We continue estimating HBM in cases 3 and 4 here.

3.2.1 � Case 3

The estimation results are presented in Table 4, columns (1) to (3), where a one-step dif-
ference or one-step system GMM is applied. For the observation period of the 1990s, the 
one-step system GMM was applied, as reported in column (4) of Table 4. In addition, 
the two-step system GMM was applied to case 2. The results are shown in Table 5. For 
the results of columns (2) and (3) in Table 4, the sign of is not statistically significant. 
Consequently, the estimates of beta in columns (2) and (3) are not considered as savings 
retention coefficients, as discussed earlier. In contrast, in Table 5, conditions (i) and (ii) 
on the sign of the coefficients are all satisfied. Condition (iii) is also satisfied, except for 
the estimates in column (3). Thus, overall, the required sign conditions (CI) and (CII) 
are satisfied and robust. In addition, the tests for weak instrument and overidentification 
yielded positive results. In summary, our test statistics indicate a proper specification.

Table 6 summarizes the HBM estimates measured over a 40-year period. The table 
shows that the beta values were almost the same in the 1960s and 1970s, but declined 
significantly in the 1980s and 1990s. This finding is consistent with the results 
reported by Georgopoulos and Hejazi (2005) and But and Morley (2017). This may be 
partly due to the opening up of the economy and financial market integration in the 
1980s and 1990s, which led to increased capital mobility and a decline in HBM.

3.2.2 � Case 4

We estimated the HBM not only for the entire observation period 2000–2014, but also 
for two subperiods, 2000–2008 and 2009–2014. The main reason for using 2008 as the 
breakpoint year was the financial crisis of 2008. Table 7 reports the estimation results 
from 2000 to 2014 with 2008 as the breakpoint year. All of the estimates are statisti-
cally significant. It is important to note that the estimates were insignificant before the 
breakpoint year and then became significant again after the breakpoint year. The esti-
mates in columns (1) and (2) of Table 7 show that they became insignificant over the 
period 2000–2008. In other words, one could say that the home country bias tempo-
rarily disappeared during this period. In addition, it is very interesting to note that the 
period in which the home bias disappeared coincided with a period of a global finan-
cial bubble (2000–2008). This implies that the declining trend of the HBM continued in 

Table 6  HBM estimates over the past 40 years

1960–1969 1970–1979 1980–1989 1990–1999

HBM 0.50 0.54 0.42 0.32–0.33

Source Tables 4 (1) and 5 (1) Table 4 (2) Table 4 (3) Tables 4 (4) and 5 (4)

3  The estimated value of 0.52 happens to coincide with the value obtained by the calibration of Bai and Zhang (2010).
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2000–2008. Indeed, Coeurdacier and Rey (2012) calculate the EBH separately for cross-
border bonds, cross-border bank loans, and cross-regional bank assets and find that 
all three measures of home bias declined between 1999 and 2008. In contrast, column 
(3) of Table 7 shows that the relationship between savings and investment returns after 
2008, with an estimated HBM of 0.51, is similar to that in the 1960s and 1970s. Interest-
ingly, But and Morley (2017) report a similar fact. As mentioned above, the series of the 
domestic saving share was non-stationary between 2000 and 2014, so the result in col-
umn (4) of Table 7 may be spurious.

In summary, the empirical results reported in Table 2 through Table 7 are as follows.

A.	An exact replication of the FHP in 21 OECD countries during 1964–1974 yielded 
an estimate of 0.71, high enough to support the FH result, but with some bias due to 
weak instrument problems.

B.	 Replication of the FHP in the 28 OECD countries during 1964–1974 yielded an esti-
mated HBM of 0.52, which was much smaller than the FH (1980) estimate of 0.89.

C.	Estimates using samples for every 10 years during 1960–1999 showed that the HBM 
gradually decreased from 0.57 to 0.32.

D.	From 2000 to 2014, the estimated HMB was not statistically significant from 2000 to 
2008. It was only after 2008 that it became statistically significant, with an estimated 
HBM of 0.51 from 2009 to 2014, which is comparable to that of the 1960s and 1970s.

Table 7  Break sample in 2000s

* , **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. () are the standard errors. P values are 
reported for the Arellano–Bond tests, Hansen J test, Difference-in-Hansen test, and Wald test

Dependent 
variable: nominal 
domestic 
investment share 
of GDP (Iit)

Sample period: (1) 2000–2008 (2) 2000–2008 (3) 2009–2014 (4) 2000–2014

Specification One-step 
difference GMM

Two-step 
difference GMM

One-step system 
GMM

Two-step difference 
GMM

(maximum lag = 1) ( maximum lag = 1) (maximum lag = 2) (maximum lag = 1)

Regressors

Ĩit−1
1.05583 (0.1164)*** 1.16306 (0.1413)*** 0.96651 (0.0838)*** 0.87132 (0.1506)***

Ĩit−2
− 0.55433 
(0.1719)***

− 0.69848 
(0.2223)***

− 0.04373 (0.1001) − 0.34514 (0.1265)***

S̃it
0.20021(0.1652) 0.26918 (0.1538)* 0.51255 (0.1306)*** 0.51774 (0.1617)***

S̃it−1
− 0.14750 (0.1317) − 0.16673 (0.1696) − 0.48142 

(0.1374)***
− 0.28662 (0.1781)

Const. 0.00592 (0.0135)

# of groups (coun-
tries)

28 28 28 28

# of instruments 12 12 22 18

A–B test for AR(1) 0.006 0.011 0.000 0.014

A–B test for AR(2) 0.311 0.320 0.099 0.189

Hansen J test 0.103 0.103 0.170 0.102

Diff-in-Hansen test 0.202 0.202 0.821 0.081

Wald test: β2 = −β3 0.7141 0.5116 0.1872 0.1426
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4 � Discussion
Our results A) through D) above have the following three important implications. A) 
and B) implies that the robust estimate of the HBM is 0.52, which is much lower than 
the 0.89 of the originally estimated by FH (1980). C) shows that the HBM has declined 
steadily from 0.52 to 0.33 over the last four decades until 2000. Furthermore, D) 
shows that the correlation between savings and investment temporarily disappeared 
during the era of globalization and the financial bubble years from 2000 to 2008. The 
HBM turned 0.51 from 2009 to 2014. These results clearly indicate that despite the 
fact that globalization has accelerated the integration of international financial mar-
kets in recent decades, the home country bias is still significant from 2009 to 2014 
in OECD countries. The last fact is particularly interesting: the home bias had been 
declining steadily until 2008, but after the 2008 financial crisis, it returned to the 
HBM of 0.5. In other words, after the financial crisis, people expected the home bias 
measure to be very high, but in fact it ended up returning to the levels of the ’60 s and 
’70 s.

5 � Conclusion
In this study, we have focused on investigating the home country bias puzzle: 
although recent financial globalization has lowered barriers to international trade in 
financial assets and international capital flows, we still observe relatively high home 
country bias in advanced countries. The EHB based on the international CAPM sup-
ports this for equities. Indeed, the EHB measure showed that it had declined over the 
past two decades and was about 0.63 globally. However, it was unclear whether this 
was true for a wide range of financial assets beyond equities. To investigate this issue, 
we introduced the HBM based on the FH regression. Note that since we use the coun-
try’s domestic saving, it includes all types of asset holdings. We show that in OECD 
countries, the HBM declined over the four decades until the 2008 financial crisis and 
returned to 0.50 after the crisis. Our estimation results clearly support those of the 
EHB (Table 7).

Finally, we leave the study of the main source of home bias to other studies, but 
to determine this, we need to investigate how each economic factor affects the sav-
ings retention coefficient. A promising econometric approach would be to apply the 
dynamic panel threshold analysis proposed by Seo and Shin (2016). This should be on 
the agenda for future research.

Appendix
Data

See Table 8.
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This appendix provides a detailed description of the data used in the study. All the 
data used in this section were extracted from the national accounts data contained in 
the Penn World Table Ver. 9.0 (www.​ggdc.​net/​pwt).

•	 The variable series codes used in the estimation are defined as follows.

The important variables are obtained as follows:

–	 Gross domestic saving share(S̃ ): v_srate = (v_gdp – v_c – v_g)/v_gdp
–	 Gross domestic investment share ( Ĩ ): v_irate = v_i/v_gdp,
–	 Index of economic openness: eco_open = (v_x + v_m)/v_gdp.

•	 The 21 OECD countries are Australia (AUS), Austria (AUT), Belgium (BEL), Can-
ada (CAN), Switzerland (CHE), Germany (DEU), Denmark (DNK), Spain (ESP), 
Finland (FIN), France (FRA), UK (GBR), Greece (GRC), Ireland (IRL), Italy (ITA), 
Japan (JPN), Luxembourg (LUX), Netherlands (NLD), Norway (NOR), New Zea-
land (NZL), Sweden (SWE), (USA).

•	 The 28 OECD countries are the above 21 countries + the following 7 countries: Chili 
(CHL), Iceland (ISL), Israel (ISR), Korea (KOR), Mexico (MEX), Portugal (PRT), Tur-
key (TUR).

Mathematical derivation

To derive the estimation equation (1) in Sect. 2.1, we first make the following assump-
tions. To avoid further complications, country indices are removed from the variables. 
We start with the following basic assumptions.

Assumption A1.  C(I) is C2 on the interval 
(
0, I

)
 and strictly convex, where I  is the 

upper bound of investment. Moreover, lim
I→I

C(I) = lim
I→I

C ′(I) = ∞ and C ′(0) = 0.

Table 8  Variable series name

countrycode 3-le�er ISO country code
year Year
v_c Household consump�on at current na�onal prices
v_i Investment at current na�onal prices
v_g Government consump�on at current na�onal prices
v_x Exports at current na�onal prices
v_m Imports at current na�onal prices
v_gdp GDP at current na�onal prices

http://www.ggdc.net/pwt
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Assumption A2.  R(k) is C2 defined onF ≡

(
0, I

δ

)
= (0, k) , and strictly concave with 

respect to k.4

We rewrite the problem using the following objective function as defined below to 
solve the problem.

Definition A1.  V (kt−1, kt) ≡ R(kt)− It − C(It) = R(kt)− (kt − (1− δ)kt−1)

−C(kt − (1− δ)kt−1)(t ≥ 1)

Using the redefined objective function, the original problem (P) is rewritten as follows.

From the rewritten optimal problem (P’), the following Euler equations can be derived 
quickly.

From the Euler equation (8), the optimal steady state is defined as shown below.

Definition A2.  The optimal steady state k∗ is a solution of the following equation.

Because of Assumption 1, there exists an upper-bound k = I
/
δ > kt > 0 (t ≥ 0). It fol-

lows that lim
t→∞

(1+ r)−tkt < lim
t→∞

(1+ r)−tk = 0 . Therefore, the transversality condition 

holds. As a result, it is expected that any optimal path will satisfy this condition.
Furthermore, to study the local stability around the steady state k∗ , let us linearize 

the Euler equations around k∗ . After some calculations, we get the following:

, where Zt = kt − k∗.
Using Definition A1 and calculating each second-order partial derivative evaluated 

at k∗ , Eq. (9) can be rewritten as follows.

(P′)





max
{(kt}

�∞
t=0

1
(1+r)t

V (kt , kt+1)

s.t.(kt , kt+1)ǫF× F and k0 given.

(8)
∂V (kt−1, kt)

∂kt
+

(
1

1+ r

)
∂V (kt , kt−1)

∂kt
= 0(t ≥ 1)

∂V (k∗, k∗)

∂kt
+

(
1

1+ r

)
∂V (k∗, k∗)

∂kt
= 0(t ≥ 1)

(9)

(
1

1+ r

)(
∂V 2(kt , kt+1)

∂kt∂kt+1

)∣∣∣∣
(k∗,k∗)

Zt+1 +

{(
1

1+ r

)(
∂V 2(kt , kt+1)

∂k2t

)∣∣∣∣
(k∗,k∗)

+

(
∂V 2(kt−1, kt)

∂k2t

)∣∣∣∣
(k∗,k∗)

}
Zt +

(
∂V 2(kt−1, kt)

∂kt∂kt−1

)∣∣∣∣
(k∗,k∗)

Zt−1 = 0

(1− δ)C "∗Zt+1 +

{
(1− r)

[
R"∗ − C "∗

]
− C "∗(1− δ)2

}
Zt + (1+ r)(1− δ)C "∗Zt−1 = 0,

4 
k is the maximum reproducible capital when I  is given.
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where the symbol “*” denotes that the functions are evaluated in the optimal steady state 
k∗ . Then, further simplification will yield the following second-order characteristic equa-
tion f (�) = 0 related to the Euler equation:

We then prove the following important proposition. Based on this, we will derive 
the estimation equation.

Proposition.  If f (1) < 0 and f (0) > 0 hold, then the steady state k∗ is saddle-point 
stable.

Proof.  Note that f (0) = (1+ r) > 0 already holds. Therefore, I need show that 
f (1) < 0 will also hold. Equation (10) quickly provides the following relation:

Thus, the required property is established. ■
The proposition implies that there are two positive real roots and that one of the 

two roots has an absolute value less than one. As claimed before, the transversality 
conditions are satisfied. Thus, saddle-point stability implies that the optimal path 
should lie on stable linear manifolds. Otherwise, such paths would diverge and ulti-
mately be inconsistent with optimality. For our estimation of the savings retention 
coefficient, namely, the HBM, we use the saddle-point stability property of the opti-
mal accumulation path instead of estimating the firm’s investment function directly.

Let �1 be the root satisfying 0 < �1 < 1 . Then, the optimal path is expected to satisfy 
the following difference equations:

This finally derives Eq. (2) in Sect. 2.1.

Estimation methods

The estimation methods used are briefly described here. A detailed explanation can be 
found in Baltagi (2018). To keep our explanation as simple as possible, let us consider the 
following simple regression equation instead of Eq. (1):

(10)f (�) ≡ �
2 +

{(
1+ r

1− δ

)[
R"∗ − C "∗

C "∗

]
− (1− δ)

}
�+ (1+ r) = 0.

f (1) ≡ 1+

{(
1+ r

1− δ

)[
R
"∗ − C

"∗

C "∗

]
− (1− δ)

}
+ (1+ r)

= (1+ r + δ)+

(
1+ r

1− δ

)[
R
"∗

C "∗
− 1

]

=

{
(1+ r + δ)−

(
1+ r

1− δ

)}
+

(
1+ r

1− δ

)[
R
"∗

C "∗

]

=
−δ(r + δ)

1− δ
+

(
1+ r

1− δ

)[
R
"∗

C "∗

]
< 0

from the fact that R"∗ < 0 and C "∗ > 0.

(11)
(
kt − k∗

)
= �1

(
kt−1 − k∗

)
for all t ≥ 1.
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If we take one lag in the equation and subtract it from the equation above to eliminate 
fixed effects, we get the following.

Note that the following moment conditions hold:

, where 0 is a zero-column vector and.

Arellano and Bond (1991) suggest that using Zi and constructing the following weight 
matrix:

Then we conduct the GMM estimate for the regression equation(1). This estimator is 
called the one-step difference GMM. The elements of the vector Zi are called the GMM-
type instruments. Note that other exogenous variables can also be included in this vector 
Zi , and these are called standard instruments. Furthermore, if the matrix H is replaced 
with the estimation error vector: ε̂i ( H = �εi�εi) estimated by the one-step difference 
GMM, the estimator is called the two-step difference GMM. These estimators are down-
ward biased, if they indicate i) strong autoregression processes and ii) the variances of 
fixed effects are larger than those of error terms. Blundell and Bond (1998) propose to 
perform a system GMM estimation by adding the following additional moment condi-
tions: E[εit�Yit−1] = 0(i = 1, · · · ,N ; t = 3, 4, · · · ,T ) to those used in the difference 
GMM. As in the difference GMMs, there is a one-step system GMM and a two-step 
system GMM. A serious problem with these estimators is that the moment conditions 
generate too many instruments and create the identification problem. To overcome this 
problem, we sometimes use the collapsed instruments code included in STATA.

It is important to note that to perform a DPE, all of the estimation methods described 
above must be tried. Then, diagnostic tests are used to determine statistically robust 

Yit = α + γYit−1 + βXit + νi + εit (i = 1, · · · ,N ; t = 1, · · · ,T )

εit ∼ N (0, σ 2),E[εitεit ] = 0 (t �= s)

Yit − Yit−1 = γ (Yit − Yit−2)+ β(Xit − Xit−1)+ (εit − εit−1)

⇒ �Yit = γ�Yit−1 + β�Xit +�εit

E[Zi�εi] = 0 (t = 1, · · · ,T )

Zi =



Yi1 · · · 0
... [Yi1,Y i2]

...
0 · · · [Yi1, · · · ,Y iT−2]


.

Wi =
1

N

�N

i=1
ZiHZi whereH =




2 −1 0 · · · 0
−1 2 −1 · · · 0

0
...
0

−1
. . .

0

2
. . .

0

. . .

. . .

· · ·

0
...
2



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estimates. There are five diagnostic tests: the Arellano–Bond test for AR(1), the Arel-
lano–Bond test for AR(2), the Hansen J test, the Difference-in-Hansen test, and the 
Wald test. The estimate that passes all five tests is then selected as our estimate.
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